
Dataset Domain Split Size
(Train/Dev/Test)

Unique
Predicates

Triples/Sample
(Median/max)

Vocab
size

Tokens/Sample
(Median/max)

WebNLG DBPedia
(16 categories) 35,426/4,464/7,305 1,236 3 / 7 20,126 21 / 80

E2E Restaurants 33,482/1,475/1,475 41 4 / 7 6,158 22 / 73

WTQ Wikipedia
(Open-domain) 3,253/361/155 5,013 2 / 10 11,490 13 / 107

WSQL Wikipedia
(Open-domain) 526/59/38 946 2 / 6 2,353 12 / 34

● Fully-supervised fine-tuning with all labeled samples
● Low-resource fine-tuning with 100 labeled samples
● Additional pretraining on target domain text and Low- 

resource fine-tuning with 100 labeled samples
● Unsupervised cycle training with unpaired samples
● Low-resource cycle training with 100 labeled samples for 

fine-tuning and unpaired samples for cycle training

* Additional results on E2E and WTQ available in paper; Bold: best of all; Underlined: best of low-resource settings

● Unsupervised cycle training at different overlapping levels

* Additional evaluation with other metrics available in paper

●

●

●

●

●

* Aggregated results, per dataset results available in paper; FE, HE, and IM are normalized, see details in paper

●

●

●

Method ROUGE-1 ROUGE-2 ROUGE-L METEOR BLEU BERTScore PARENT

Tested on WebNLG
Fully-supervised

fine-tuning 59.99 40.93 49.32 39.76 42.83 95.41 45.67

Low-resource 
fine-tuning 55.55 36.63 46.21 35.22 33.63 94.60 41.37

+ Additional 
pretraining 55.28 35.71 45.41 35.26 33.44 94.33 39.47

Unsupervised 
cycle training 58.65 37.70 46.18 37.98 36.36 94.42 43.24

Low-resource 
cycle training 60.21 40.56 48.71 39.74 41.77 95.18 46.14

Tested on WSQL
Fully-supervised

fine-tuning 58.27 32.77 48.40 37.95 22.97 93.18 24.00

Low-resource 
fine-tuning 56.37 31.60 49.42 33.57 23.34 92.57 23.68

+ Additional 
pretraining 56.01 30.92 47.00 35.34 21.18 92.24 22.66

Unsupervised 
cycle training 42.24 15.17 33.52 29.45 4.03 85.37 14.63

Low-resource 
cycle training 58.72 33.13 51.01 37.43 25.60 93.03 25.84

Method Factual 
Errors

Hallucination 
Errors

Information 
Misses

Fluency 
Preference

Low-resource 
fine-tuning 8.05 14.84 21.39 2.00

Low-resource cycle 
training 0.49 2.57 3.36 1.80

Fully-supervised 
fine-tuning 2.08 11.48 8.46 1.73


