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INTRODUCTION
• Relationship between intrinsic and extrinsic benchmarks

(which evaluate fairness in downstream applications)
correlates weakly (Kaneko et al., 2022).

• Models after being debiased, tend to re-acquire or even
amplify biases during the fine-tuning process on
downstream tasks (Zhao et al., 2017; Leino et al., 2019).

We propose Co2PT, an efficient and effective debias-while-
prompt tuning method to mitigate biases via counterfactual
contrastive prompt tuning on downstream tasks.

METHODS
• Deep Prompt Tuning. We incorporate continuous 

prompts as prefix tokens in every layer of the PLM, 
denoted as        .        

• Counterfactual Pairs Construction. Take the binary-
gender debiasing task shown in the above Figure for 
example, the bias-attribute terms are (man, woman), 
(he, she) … The man is in the input sentence The man 
is playing the piano. We replace it with woman while 
leaving non-attribute words unchanged. Then the 
counterfactually augmented sentence is The woman is 
playing the piano.

• Counterfactual Contrastive Learning. 

• Learning Objectives.
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IMPACT of HYPERPARAMETERS

• We observe a
significant
reduction in the bias 
score. These findings 
indicate a substantial
improvement in the 
ability to mitigate bias.

• These results clearly 
demonstrate the 
effectiveness of 
integrating Co2PT 
into established 
debiased models for
downstream tasks. 

• We perform an 
extensive ablation 
study to show how 
different components 
affect Co2PT. 

• A larger prompt length 
enables the model to
achieve better model
performance on
downstream tasks
more rapidly while still
maintaining a lower 
bias score. 

• A higher temperature
value corresponds to 
less weight of the
cosine similarity 
calculation, resulting 
in decreased
effectiveness in bias
mitigation.

• A lower coefficient
value assigns less
weight to the
contrastive module,
leading to decreased 
bias mitigation effects.
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